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2. JDAN-NFN [2]

2



DAN-NFN

▣ Problem Description of Density Forecast

□ A positive-weighted ANN, named distribution approximation network (DAN)

□ The other ANN, named network forecast network (NFN), is built as the forecaster of DAN

□ DAN-NFN is trained through maximum likelihood estimation (MLE)
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DAN-NFN

▣ Framework of DAN-NFN 

□ NFN 에서 DAN의𝑊+, 𝐵, 𝑛0, 𝑛1 출력, DAN에서입력받은 weight를 이용하여 monotone non-decreasing CDF로 활용
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DAN-NFN

▣ Framework of DAN-NFN

□ CDF를 PDF로변환가능하고, 이를 MLE기반 NLL을통해최적화

□ 𝑁𝐿𝐿 = σ𝑇−𝑙𝑛 መ𝑓(𝑦𝑡+𝑘|𝑋𝑡)
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DAN-NFN

▣ Architecture of DAN-NFN 

□ Time series를 다를수있도록 LSTM Layer 사용

□ Gradient diffusion을방지하기위한 residual architecture

6



JDAN-NFN

▣ Problem Description of Multivariate Density Forecast

□ A  joint distribution approximation network (JDAN) is a generic framework for approximating real continuous joint 
CDFs through a deep NN

□ NFN outputs all parameters of JDAN

□ JDAN-NFN is trained through maximum likelihood estimation (MLE)
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▣ Framework of JDAN-NFN

□ NFN은 JDAN의 parameters인𝑊+, 𝐵, 𝐶출력

□ JDAN은 Tensor 𝑊+, 𝐵으로 D차원의 CDFs 생성

□ 각각 CDFs에대한 correlation term을 𝐶 ( 𝐷
2
𝑑𝑖𝑚)로표현

(time-variant correlation)

□ JDAN-NFN 의Ψ는 DAN-NFN의 Γ와동일한의미

□ Loss function 

JDAN-NFN

8



JDAN-NFN

▣ Constraints of JDAN-NFN

□ CDF of JDAN-NQF

□ Nonnegativity of JDAN-NQF (d=2), d>2는귀납적증명 □ Limits of JDAN-NQF
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JDAN-NFN

▣ Evaluation measure

□ Reliability

□ Sharpness 

□ Skill score

□ Variogram score
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JDAN-NFN

▣ Dataset
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JDAN-NFN

▣ Results
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